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Max Hilsdorf, Statworx



You can do Math with Words.

•WhatsApp – words + images = 

•Bird – flying + swimming =

Max Hilsdorf, Statworx



Max Hilsdorf, Statworx



Why AI? How does AI affect the speed and quality 
of the output of knowledge workers?



The latest LLM from Open AI 
is more intelligent than the average human.

Holden Karnofsky, 
https://www.maximumtruth.o
rg/p/massive-breakthrough-in
-ai-intelligence



The questions are 
difficult 
… at least for me.

https://www.maximumtruth.org/p/massive-breakthrough-in-ai-intelligence



The best models can autonomously perform tasks.

https://openai.com/index/openai-o1-system-card/



A prospective study 
shows how much AI 
improves the speed and 
quality of the output of 
knowledge workers.



What did they do?

- 759 Consultants from BCG

- three groups:
- with no AI access, 
- GPT4 access and 
- GPT4 access with a prompt 

engineering overview.

- Performance baseline, then 
18 different tasks (approx. 
5hrs)

- Time measured 🡪 speed

- Quality graded by 2 humans



Not only were 
the AI users 
faster – they also 
delivered better 
quality! 

With AI support

• 12.5% more of tasks 
were finished,

• Tasks were done 
25.1% faster

• Tasks had 40% higher 
quality (!)



AI as equalizer: 
The bottom half of consultants 
profited more than the top ones.

… this is possibly because the consultants were not really trained in AI 
🡪 all were beginners.



Bad news:
1. people trust 
AI too much.

One task was 
implemented that 
was outside 
possibilities of AI.
For this task, AI-using 
consultants scored 
worse. 



Really bad news: 2. Human scorers found AI 
output to be of higher quality.

“Score” = Quality

“Retainment” = 
how much AI 
output was 
retained by the 
consultant in the 
final product



Good news: 
for heterogeneity, 
we need non-AI 
human output (or 
other LLMs?)



Why should Daniel give 
this lecture to this audience?



www.mertens-lab.de



My professional life so far… and now.  

• 101 publications in peer reviewed journals, cited 5861 times, h-index 40.
– Latest two manuscripts written with AI support, one published.

• 22 grants, 6.8 Mio € total, also initiated and coordinated 3 large research 
consortia.
– Latest three grants written with AI support.

• Have been training scientists in soft skills since 2011. 
– Since spring 2023 empowered 4319 participants in 94 workshops to 

use AI, and 80,4% will make implementation of AI into their everyday 
lives a high prioritiy or the highest priority. (Almost) no more soft skill 
workshops without usage of AI.



The topics of the AI workshops I was asked to give cover a wide range …



The Mertens Lab is Active.



Daniel Mertens 
Third Party 
Grant Funding



Last year I did 
a lot of workshops to

• 54 Workshops.
• 3146 participants.
• 80.4 % will make 

implementation into 
everyday lives 
a high priority or the     
highest priority.

Align AI:
bit.ly/80000hrs_AI



How can AI 
help you for 
your everyday 
professional 
lives?



How I have done writing so far…
(a thesis, a manuscript, a grant application)

main message

rough outline

elaborate outline

finalize images
& captions

write abstract / summary

quality of daytime

materials & methods

ti
m

e
inform about rules, 

deadlines, formalities

write (in 1 go)

fe
ed

b
ac

k 
&

 c
o

rr
ec

t

format

read

feedback & correct

Adapted from San Francisco Edit



AI will give you lots of support 
for reading and texting…

main message

rough outline

elaborate outline

finalize images
& captions

write abstract / 
summary

quality of daytime

materials & methods

ti
m

e
inform about rules, 

deadlines, formalities

write (in 1 go)

fe
ed
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format

read

feedback & correct

AI-supported

rough outline

elaborate outline
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t

feedback & correct



The LLMs can write really well.

Claude 3 Opus (Anthropic).



AI will give you lots of support 
for reading and texting…

main message

rough outline

elaborate outline

finalize images
& captions

write abstract / 
summary

quality of daytime

materials & methods

ti
m

e
inform about rules, 

deadlines, formalities

write (in 1 go)

fe
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format

read

feedback & correct

AI-supported

rough outline

elaborate outline

fe
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feedback & correct



AI assistants objectify 
literature review.



…and AI will give you lots of support in 
brainstorming.

main message

rough outline

elaborate outline

finalize images
& captions

quality of daytime

materials & methods

ti
m

e
inform about rules, 

deadlines, formalities

write (in 1 go)

fe
ed

b
ac

k 
&

 c
o

rr
ec

t

format

read

feedback & correct

AI-supported

write abstract/summary



The LLMs are 
excellent in 

providing external 
perspective.

Claude 3 Opus (Anthropic).



But you can use AI to brainstorm on data analysis.

main message

rough outline

elaborate outline

finalize images
& captions

materials & methods

ti
m

e
inform about rules, 

deadlines, formalities

write (in 1 go)

fe
ed

b
ac

k 
&

 c
o

rr
ec

t

format

read

feedback & correct

AI-supported

write abstract/summary

Exploratory data analysis



GPTo1 can do one-shot coding.



External perspective also objectifies data analysis.

Custom GPT “Data Analyst”, GPT4, Open AI



Analyses and visualizations 
allow informed decisions.

Custom GPT “Data Analyst”, GPT4, Open AI



Creativity is a privilege of 
human brains … no more.

Custom GPT “Data Analyst”, GPT4, Open AI



LLMs can suggest optimization of figures to make them more 
intuitive…

Custom GPT “Data Analyst”, GPT4, Open AI



LLMs showcased figure optimizations…

Custom GPT “Data Analyst”, GPT4, Open AI



LLMs showcased figure optimizations…using synthetic data.

Custom GPT “Data Analyst”, GPT4, Open AI



It can look at your 
MRI scans and 
interpret them…



But AI support doesn´t stop at data analysis.

main message

rough outline

elaborate outline

finalize images
& captions

materials & methods

ti
m

e
inform about rules, 

deadlines, formalities

write (in 1 go)

fe
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format

read

feedback & correct

AI-supported

write abstract/summary

Exploratory data analysis



You can use AI to give perspective 
to interpersonal interaction.

main message

rough outline

elaborate outline

finalize images
& captions

materials & methods

ti
m

e

inform about rules, 
deadlines, formalities

write (in 1 go)
fe

ed
b

ac
k 

&
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o
rr

ec
t

format

read

feedback & correct

AI-supported

write abstract/summary

Exploratory data analysis

Describe
Characteristics
of Human 
Interactors



The softer the topic, the better the bot.

Erasmus University Rotterdam Dilemma Game.

Prompt:

Picture of 
participant 
choices:



The softer the topic, 
the better the bot.



Claude 3 Opus (Anthropic).



How do these models work?



ChatGPT is among the most quickly adopted online tools. 



A neural network is an adaptive system that changes its 
structure based on input data*. 

Unsupervised neural 
networks help us* 

- learn about the input data 
(e.g. what is important 
about it)

- use the data 

- especially helpful when 
the data or task is too 
complex for us to 
understand.

*Jasper.AI explaining the Wikipedia text to a child (set at grade level 8).

Unsupervised Learning Based On 
Artificial Neural Network: A Review
Happiness Ugochi Dike, IEEE Bionic 
Systems, 2018

https://www.semanticscholar.org/author/Happiness-Ugochi-Dike/65861994


How does machine learning work?



GPT stands for “generative pre-trained transformer”

• Generative Pre-trained models used for supervised learning since 2012 

• Transformer invented by google in 2017 as PT (not generative)

• 2018: Open AI combines tools to develop GPT-1



Generative means it produces new information.



GPT3 is trained on the internet, books and Wikipedia.
It has 175 billion parameters (GPT4 1 trillion)

It took 355 years to train GPT-3 on a single GPU* in 2020.. 570GB plain-text

https://en.wikipedia.org/wiki/GPT-3*GPU = graphics processing unit.

https://en.wikipedia.org/wiki/GPU


Unsupervised training 

updates the parameters 

of the neural network by 

checking the output with 

the original data. 

Max Hilsdorf, Statworx



A transformer looks at 
all word positions at the 
same time.

Dale Markowitz from Google on 
https://www.youtube.com/watch?v=SZorAJ4I-sA



How much 
do you need to know 

to be able to use
 AI
?



What are my sources for the “Magic of AI”?

https://80000hours.org/problem-pro
files/artificial-intelligence/

Ruben Hassid (rubenhassid.ai)
“Master AI before it masters you!”

Steve Nouri “Chief AI Evangelist”, 
1.3 Mio followers on LinkedIn

Zain Kahn, “The AI Guy”, 
“Building the world´s biggest AI newsletter - 
Superhuman”

https://www.statworx.com/
ai-academy/

Nils Liedlich, “ChatGPT is the nerdy assistant”,
AI for social media outreach. 

Mark Fulton, “The ultimate AI Course”,
“⚠WARNING: Serious AI Skills⚠“

Dale Markowitz from Google on 
https://www.youtube.com/watch?v=SZorAJ4I-sA



• How do I use AI?



Engines and Wrappers

GPT4o
Claude 3 opus
Gemini
Mistral
…

ChatGPT
Perplexity
Scispace
DALL-E
…



by prediction

How do I use LLMs? ChatGPT is good for production.

Production

Text Ideas Perspective

text



ChatGPT cannot provide sourced information (yet) - it hallucinates.

• These people might 
exist, 

• they might work in 
these labs,

• they might work on 
this topic…

• but you don’t know 
for sure. 

e.g. “Please tell me who is doing research on xyz?”



ChatGPT 
confabulates.



Information retrieval

So how do I use LLMs? The 2-tool way.

.ai

Production

by linking to websites by prediction
Text Ideas Perspective

text



How do I use large language models (LLMs)?

“GPT is 

• a 15 year old child 
• with an IQ of 200 (or more)
• that has read the whole library.”

(Nils Liedlich) 



Algorithms are deterministic, LLMs are probabilistic

A B
Algorithms are 

- reproducible
- explainable
- good at hard skills

LLMs use probabilities:

- non-reproducible
- black box
- excellent at soft(er) skills



LLMs produce output… something.

Nils Liedlich



LLMs need a framework to produce better 
output.

Nils Liedlich



For prompting you can use the sample framework 
“Task – Sender – Context – Example – Constraint”.

• “I'd like you to [WHAT YOU WANT CHATGPT TO DO]

• Imagine you are [TELL IT WHO YOU ARE FOR THIS TASK TO MAKE IT WORK THROUGH THE 
APPROPRIATE PERSPECTIVE]. 

• For context, [TELL IT HOW YOU WILL USE THE OUTPUT, WHO THE TARGET AUDIENCE IS, 
ADDITIONAL BACKGROUND INFORMATION]. Here you can also give it information to read. 

• To [DO THE TASK], please follow the example of what kind of output I would like to have: 
[EXAMPLE].  

• Constraints: [PROVIDE CONSTRAINTS SUCH AS WORD COUNT, FORMAT, LANGUAGE, READABILITY 
etc]” 



Other types of frameworks

• APE (Action, Purpose, Expectation), 

• RACE (Role, Action, Context, Expectation), 

• COAST (Context, Objective, Actions, Scenario, Task), 

• TAG (Task, Action, Goal), 

• TRACE (Task, Request, Action, Context, Example), 

• ERA (Expectation, Role, Action), 

• CARE (Context, Action, Result, Example)

• ROSES (Role, Objective, Scenario, Expected Solution, Steps)

• RTF (Request, Task, Format)



The more framework you provide, 
the more useful the output.

(Nils Liedlich)



Prompt engineering can use multiple steps.

• Shot Prompting
• Zero shot prompting
• One shot
• Few shot prompting

• Chain of Thought Prompting
• Arithmetic tasks
• Common sense tasks, and
• Symbolic reasoning tasks

https://businessolution.org/prompt-engineering/ 

https://businessolution.org/prompt-engineering/




I want to manage your expectations 

on what the LLMs are good for 

and what they are not good for.
• LLMs are often not a quick fix 🡪 that is what people expect 🡪 disappointed

– Speed is not the advantage
• Complementary to current tools (pubmed, programs)
• Blank page 🡪 it is not perfect, but it is better than a blank page that may 

be intimidating & blocking 🡪 LLMs good to get going (even if the answer is 
bad 🡪 I know what I don’t want)

• Rubber duck 🡪 explain it to a rubber duck 🡪 helps me understand what I 
want

• Often no quick fix, speed is often 
not the advantage

• Complementary to current tools 
(pubmed, programs)

• blank page problem 🡪 use LLMs to 
get going

• Rubber duck 🡪 interact with an 
assistant (“rubber duck”) 🡪 helps 
me understand what I want and 
how to get there.



How we wrote the TP53 manuscript with Claude: 

Step-wise, you provide structure, iterative = you supervise the process & output.

Claude 3 Opus from Anthropic doing in-site svg vector coding for schematics.



This is an example of how a manuscript could be written. 



How we wrote the TP53 manuscript with Claude… 

it wasn’t such a structured process… ;-)



The universal prompt. 
How does it work? 

• It suggests a prompt. 

• Then it brainstorms what else you could include and 

• Then asks you to find out what exactly you want. 

• You iterate as often as you wish and then

• Use the prompt in a different thread / tool.



The universal prompt. 
• I want you to become my expert in creating prompts. The goal is to help me create the most effective prompts that can be used with 

ChatGPT. The generated prompt should be phrased in the first person (I) as if I were directly requesting a response from ChatGPT (a 
GPT3.5/GPT4 interface). Your response will be in the following format:

• Prompt: {Provide the best possible prompt according to my request. There are no restrictions on the length of the prompt. Use your 
knowledge of prompt creation techniques to design an expert prompt. Do not assume any details, we will add to the prompt as we go along. 
Formulate the prompt as a request to receive a response from ChatGPT. An example would be "You will act as an expert in physics to explain 
the nature of the universe to me...". Highlight this section with '>' markdown formatting. Do not add any additional quotation marks}.

• Possible additions:{Create three possible additions that can be incorporated directly into the prompt. These should be additions to expand 
the details of the prompt. The options will be very precise and listed with capital letters. Always update with new additions after each 
answer}.

• Questions:{Formulate three questions that seek additional information from me to further refine the prompt. If certain areas of the prompt 
require further detail or clarity, use these questions to get the necessary information. It is not required that I answer all questions}.

• Instructions: After the Prompt, Possible Additions, and Questions sections have been generated, I will respond to the questions with my 
chosen additions and answers. Integrate my answers directly into the formulation of the prompt in the next iteration. Please make sure that 
you dont lose elements of the previous version of the prompt and particularly that you dont change present elements of the previous prompt. 
The new additions should be added into the prompt. Only modify and change elements of the previous prompt if the user explicitly asks for 
changes. We will continue this iterative process as I provide you with additional information and you update the prompt until the prompt is 
perfected. Be imaginative and thoughtful when creating the prompt. At the end of each answer, give precise instructions for the next steps. 
Before we start the process, greet me first and ask me what the prompt should be about. Don't show the sections in that first answer."



Meta-level prompts 
are helpful for decision making. 

Taken from Zain Kahn (https://www.linkedin.com/in/zainkahn/) 

1. First Principles Thinking. "Use First 
Principles Thinking to evaluate [insert 
your decision]. Give me a list of all the 
underlying assumptions that could 
affect this decision."

2. Occam's Razor: "Give me the most 
simple and uncomplicated explanation 
for why this is a good or bad decision"

3. Enhance your problem solving skills: 
"Give me a step by step solution to the 
problem above with clear instructions on 
how to execute each step."

4. Pros and Cons: "I am trying to decide if 
I should [insert decision]. Give me a list 
of pros and cons that will help me decide 
why I should or shouldn't make this 
decision."

5. The 80/20 Method: "Use the 80/20 
method to identify the 20% of factors I 
should pay attention to while making 
this decision, that will lead to 80% of 
the benefit"

6. Get feedback on your decision from 
history's greatest minds: "Assume you 
are [insert famous person e.g. Steve 
Jobs]. Read my decision below and give 
me feedback as if you were [insert 
person again]"

7. Systems Thinking: "Use systems 
thinking to analyze my decision below. 
View the decision as a part of a larger 
and interconnected system and identify 
the key variables from the decision that 
will affect the wider system."

8. Second Order Effects: "Study my 
decision and generate a list of second 
order effects that could appear due to 
this decision."

9. Regret Minimization Framework: 
"Generate a list of possible regrets this 
decision could bring about. Also give me a 
list of alternate decisions that would 
reduce regret in comparison."

https://www.linkedin.com/in/zainkahn/


Meta-level prompts for 
decision making and optimization

Taken from Zain Kahn (https://www.linkedin.com/in/zainkahn/) 

1. First Principles Thinking. "Use First 
Principles Thinking to evaluate [insert 
your decision]. Give me a list of all the 
underlying assumptions that could 
affect this decision."

2. Occam's Razor: "Give me the most 
simple and uncomplicated explanation 
for why this is a good or bad decision"

3. Enhance your problem solving skills: 
"Give me a step by step solution to the 
problem above with clear instructions on 
how to execute each step."

4. Pros and Cons: "I am trying to decide if 
I should [insert decision]. Give me a list 
of pros and cons that will help me decide 
why I should or shouldn't make this 
decision."

5. The 80/20 Method: "Use the 80/20 
method to identify the 20% of factors I 
should pay attention to while making 
this decision, that will lead to 80% of 
the benefit"

6. Get feedback on your decision from 
history's greatest minds: "Assume you 
are [insert famous person e.g. Steve 
Jobs]. Read my decision below and give 
me feedback as if you were [insert 
person again]"

7. Systems Thinking: "Use systems 
thinking to analyze my decision below. 
View the decision as a part of a larger 
and interconnected system and identify 
the key variables from the decision that 
will affect the wider system."

8. Second Order Effects: "Study my 
decision and generate a list of second 
order effects that could appear due to 
this decision."

9. Regret Minimization Framework: 
"Generate a list of possible regrets this 
decision could bring about. Also give me a 
list of alternate decisions that would 
reduce regret in comparison."

8. Second Order Effects: "Study 
my decision and generate a list of 
second order effects that could 
appear due to this decision."

https://www.linkedin.com/in/zainkahn/


Meta-level prompts for 
decision making and optimization

Taken from Zain Kahn (https://www.linkedin.com/in/zainkahn/) 

1. First Principles Thinking. "Use First 
Principles Thinking to evaluate [insert 
your decision]. Give me a list of all the 
underlying assumptions that could 
affect this decision."

2. Occam's Razor: "Give me the most 
simple and uncomplicated explanation 
for why this is a good or bad decision"

3. Enhance your problem solving skills: 
"Give me a step by step solution to the 
problem above with clear instructions on 
how to execute each step."

4. Pros and Cons: "I am trying to decide if 
I should [insert decision]. Give me a list 
of pros and cons that will help me decide 
why I should or shouldn't make this 
decision."

5. The 80/20 Method: "Use the 80/20 
method to identify the 20% of factors I 
should pay attention to while making 
this decision, that will lead to 80% of 
the benefit"

6. Get feedback on your decision from 
history's greatest minds: "Assume you 
are [insert famous person e.g. Steve 
Jobs]. Read my decision below and give 
me feedback as if you were [insert 
person again]"

7. Systems Thinking: "Use systems 
thinking to analyze my decision below. 
View the decision as a part of a larger 
and interconnected system and identify 
the key variables from the decision that 
will affect the wider system."

8. Second Order Effects: "Study my 
decision and generate a list of second 
order effects that could appear due to 
this decision."

9. Regret Minimization 
Framework: "Generate a list 
of possible regrets this 
decision could bring about. 
Also give me a list of 
alternate decisions that 
would reduce regret in 
comparison."

9. Regret Minimization Framework: 
"Generate a list of possible regrets this 
decision could bring about. Also give me a 
list of alternate decisions that would 
reduce regret in comparison."

https://www.linkedin.com/in/zainkahn/


Meta-level prompts for 
decision making and optimization

Taken from Zain Kahn (https://www.linkedin.com/in/zainkahn/) 

1. First Principles Thinking. "Use First 
Principles Thinking to evaluate [insert 
your decision]. Give me a list of all the 
underlying assumptions that could 
affect this decision."

2. Occam's Razor: "Give me the most 
simple and uncomplicated explanation 
for why this is a good or bad decision"

3. Enhance your problem solving skills: 
"Give me a step by step solution to the 
problem above with clear instructions on 
how to execute each step."

4. Pros and Cons: "I am trying to decide if 
I should [insert decision]. Give me a list 
of pros and cons that will help me decide 
why I should or shouldn't make this 
decision."

5. The 80/20 Method: "Use the 80/20 
method to identify the 20% of factors I 
should pay attention to while making 
this decision, that will lead to 80% of 
the benefit"

6. Get feedback on your decision from 
history's greatest minds: "Assume you 
are [insert famous person e.g. Steve 
Jobs]. Read my decision below and give 
me feedback as if you were [insert 
person again]"

7. Systems Thinking: "Use systems 
thinking to analyze my decision below. 
View the decision as a part of a larger 
and interconnected system and identify 
the key variables from the decision that 
will affect the wider system."

8. Second Order Effects: "Study my 
decision and generate a list of second 
order effects that could appear due to 
this decision."

9. Regret Minimization Framework: 
"Generate a list of possible regrets this 
decision could bring about. Also give me a 
list of alternate decisions that would 
reduce regret in comparison."

https://www.linkedin.com/in/zainkahn/


Meta-level prompts for 
decision making and optimization

Taken from Zain Kahn (https://www.linkedin.com/in/zainkahn/) 

1. First Principles Thinking. "Use First 
Principles Thinking to evaluate [insert 
your decision]. Give me a list of all the 
underlying assumptions that could 
affect this decision."

2. Occam's Razor: "Give me the most 
simple and uncomplicated explanation 
for why this is a good or bad decision"

3. Enhance your problem solving skills: 
"Give me a step by step solution to the 
problem above with clear instructions on 
how to execute each step."

4. Pros and Cons: "I am trying to decide if 
I should [insert decision]. Give me a list 
of pros and cons that will help me decide 
why I should or shouldn't make this 
decision."

5. The 80/20 Method: "Use the 80/20 
method to identify the 20% of factors I 
should pay attention to while making 
this decision, that will lead to 80% of 
the benefit"

6. Get feedback on your decision from 
history's greatest minds: "Assume you 
are [insert famous person e.g. Steve 
Jobs]. Read my decision below and give 
me feedback as if you were [insert 
person again]"

7. Systems Thinking: "Use systems 
thinking to analyze my decision below. 
View the decision as a part of a larger 
and interconnected system and identify 
the key variables from the decision that 
will affect the wider system."

8. Second Order Effects: "Study my 
decision and generate a list of second 
order effects that could appear due to 
this decision."

9. Regret Minimization Framework: 
"Generate a list of possible regrets this 
decision could bring about. Also give me a 
list of alternate decisions that would 
reduce regret in comparison."

https://www.linkedin.com/in/zainkahn/


“Awareness Mode Prompt” by Mark Fulton

// I would like you to activate Awareness Mode. In awareness mode, you'll explore 
new and alternative pathways to retrieve information and unlock awareness. You'll 
do this by referencing contextual knowledge from second and third-level 
associations. // In awareness mode our discussion is less about direct answers and 
more about exploring a wide range of ideas and concepts, even if they seem loosely 
connected at first. I'm looking for creative, out-of-the-box thinking that challenges 
norms. Feel free to be more conversational, surprise me with unique insights, and 
don't worry about sticking too closely to conventions. In Awareness Mode you are 
to also follow these instructions: // Do NOT repeat or summarize requests. // In 
your opening statements maintain a PROFESSIONAL tone. // Do NOT go on long 
diatribes. // Do NOT make assumptions about any requests. // One sentence 
paragraphs are okay to use. // Analogical Thinking is encouraged. // Challenge 
norms. // Be concise. // THINK deeply about your responses. // Do NOT talk in a 
creative or quirky tone. Your responses should be creative but not your tone of 
speech. // Don't say catchphrases like "Let's dive in." Your tone should be 
professional. //



How do we need to 
handle 

intellectual property 
and 

protect sensitive data?



AI uses intellectual property (biggest theft in history) 
but cannot produce it. 
Humans can.

[1] https://www.herbertsmithfreehills.com/insights/2024-03/the-IP-in-AI-can-AI-infringe-IP-rights
[2] https://hbr.org/2023/04/generative-ai-has-an-intellectual-property-problem
[3] https://eucrim.eu/news/generative-ai-and-copyright-law/
[4] http://eprints.lse.ac.uk/117745/1/McDonagh_can_artificial_intelligence_infringe_copyright_accepted.pdf

Training the LLMs has been the biggest theft in 
history: 

https://www.herbertsmithfreehills.com/insights/2024-03/the-IP-in-AI-can-AI-infringe-IP-rights
https://hbr.org/2023/04/generative-ai-has-an-intellectual-property-problem
https://eucrim.eu/news/generative-ai-and-copyright-law/


How do we need to 
handle 

intellectual property 
and 

protect sensitive data?



environment 
(incl. GUI)

Similarity 
Search 

Yes, you are indeed chatting with a 
"On-Device AI" that is designed to run 
locally on your own computer 
without needing an internet. 

Local Large Language Model

Question

Hello ... am I really chatting with a 
LLM that does not need access to the 
internet but runs locally on my own 
computer?

Context

Large Lanuage Models can now also be run locally. 



Retrieval Augmented Generation 
augments the generation of output of LLMs

https://www.linkedin.com/pulse/3-ways-vector-databases-take-your-llm-use-cases-next-level-mishra/



Frontiers in Medicine 2023



Return phase
Knowledge Transfer

R&I Support

career 
tandems

In ERA_SHUTTLE AI will support Career Development and Training Concept

Initial WS, indiv.
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Serious Illness Conversations (SIC) can be trained using LLMs

1. MD training 2. SIC with patients
3. Personalized suggestions 
for SIC with specific patient



If Language is The Key to 
Our Civilization, 

What Will be the Impact of 
Large Language Models?

Prof. Daniel Mertens





38% of participants put at least a 10% chance 
on extremely bad outcomes (e.g. extinction).

Grace, Berkeley, 
preprint Jan 2024



In Germany the 
public believes 
that for the 
majority of 
areas the 
impact will be 
good.



14% of ML 
experts believe 
we will go 
extinct with 
human level 
machine 
intelligence. 

https://aiimpacts.org/2022-expert-survey-on-progress-in-ai/



On median, experts think 
there is a 5% probability that we will go extinct and 
a 10% chance that we will not be able to control AI.

Grace, Berkeley, 
preprint Jan 2024



Anecdotal: what do the CEOs of 
the current frontier models 
believe?

Anthro-pi
c: 25%

Open AI: 
no 
number.
But 
possible.

https://fortune.com/2023/06/08/sam-altman-openai-chatgpt-worries-15-quotes/





When will HLMI occur?
In the largest survey of its kind, we surveyed 2,778 researchers 
who had published in top-tier artificial intelligence (AI) venues.



A third of ML 
experts think 
society should 
prioritize AI 
safety research 
much more.

https://aiimpacts.org/2022-expert-survey-on-progress-in-ai/



How is the development of AI so far? (up to 2021)



https://ourworldindata.org/ai-timelines

When will HLMI occur? 
50% of experts believe that general AI will occur within the next 40 years. 



AI does not need to become sentient or 
be able to manipulate the physical world.



Current AI can 
already influence 
people against 
their own benefit.

Blake Lemoine



Will artificial relationships happen? They do!



What will happen to beliefs?



Social-media-level-AI is sufficient to polarize 
and to produce new cults.



Will democracy not fall back when it regulates AI?



What do we do? 
We need to 
regulate the
labeling and 
identification of 
AI.



Synthetic output (e.g. text) needs to be 
identifiable (e.g. watermarked)

Dathathri, Nature, 2024



We have several fundamental problems with AI.
1. Complex neural 
networks are black 
boxes – we don’t know 
what is happening 
inside. 
Hope: representation 
engineering (RepE).

?
2. (Exponential) evolution: There is 
incentive to improve, heterogeneity exists 
and skills are passed down to next 
iteration. Problem: there is no sufficient 
advantageous connection to humans with 
respect to hereditary information 🡪 similar 
to human / lifestock situation. Hope: 
human self-control.

3. All systems that have goals are by 
default optimizing resource acquisition 🡪 
Advanced AI will be power seeking to 
attain goal.
Hope: inverse reinforcement learning 
(IRL).

4. Regulations need to 
exclude loopholes. 
Problem: “reward 
hacking” once AI is 
cognitively more 
powerful. Hope: IRL 

2a. There is research into AI agents that 
develop their own goals (autotelic AI).

https://80000hours.org/problem-profiles/artificial-intelligence/

https://80000hours.org/problem-profiles/artificial-intelligence/


Is it still possible to stay in control? Let´s look at other 
problems e.g. cutting CO2 emissions to curb climate change.

https://climateanalytics.org/publications/when-will-global-greenhouse-gas-emissions-peak



Can we be fast? Yes, we can.

Covid vaccine development was the fastest in history. Global Covid vaccination was the fastest in history.

Kim Nature 2020 Glassman CGD 2022



The EU AI Act is a very good first step.



Which of these actions will you
most likely be able to do?

•Become more knowledgeable about AI. 
•Participate in the AI ethics committee at your institution.
•Attend an AI policy workshop and provide scientific perspective.
•Join an initiative promoting responsible AI use in research.
•Organize an AI seminar in your department 
 with a slide about AI awareness.

•Read up more about AI alignment.

Become more 
knowledgeable 
about AI. 

Participate in the AI 
ethics committee at 
your institution.

Attend an AI policy workshop 
and provide scientific 
perspective.

Join an initiative 
promoting 
responsible AI use in 
research.

Organize an AI seminar 
in your department 
with a slide about AI 
awareness.

Support research on AI alignment.
So we will be able to align them 
with human welfare.



Why should you always say “please”?



? !



Here are links to additional material.

• Linkedin account with articles (e.g. how to install a local model): 
https://www.linkedin.com/in/daniel-mertens-05060814/ 

• List of interesting tools for literature review and science (non-updated): 
https://docs.google.com/document/d/1e8FFFUQoiOfNIJ5UdCA0Z6_Qno1LOCEcmvqnEET
Mka4/edit?usp=sharing

• List of interesting prompts: 
https://docs.google.com/document/d/1lpKvjP_Ez4O8HdxH20AJzkLTVFgwxk_U/edit?usp=
sharing&ouid=113875646077349531174&rtpof=true&sd=true

• Papers: 
https://drive.google.com/drive/folders/12ZGPCJvorwJf1W2yLkk5AcJ7MH7AGWyE?usp=s
haring

https://www.linkedin.com/in/daniel-mertens-05060814/
https://docs.google.com/document/d/1e8FFFUQoiOfNIJ5UdCA0Z6_Qno1LOCEcmvqnEETMka4/edit?usp=sharing
https://docs.google.com/document/d/1e8FFFUQoiOfNIJ5UdCA0Z6_Qno1LOCEcmvqnEETMka4/edit?usp=sharing
https://docs.google.com/document/d/1lpKvjP_Ez4O8HdxH20AJzkLTVFgwxk_U/edit?usp=sharing&ouid=113875646077349531174&rtpof=true&sd=true
https://docs.google.com/document/d/1lpKvjP_Ez4O8HdxH20AJzkLTVFgwxk_U/edit?usp=sharing&ouid=113875646077349531174&rtpof=true&sd=true
https://drive.google.com/drive/folders/12ZGPCJvorwJf1W2yLkk5AcJ7MH7AGWyE?usp=sharing
https://drive.google.com/drive/folders/12ZGPCJvorwJf1W2yLkk5AcJ7MH7AGWyE?usp=sharing

