www.scientistsneedmore.de mertens@schillermertens.d
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®

“king” - “man” + “woman” = ?

12.07.23 Al Language Models for Musicologists 39 M ax H I ISd 0 rf' StatWO X



You can do Math with Words.

*WhatsApp — words + images =

*Bird — flying + swimming =

Max Hilsdorf, Statworx



statworx

“hope” — “tree” + “silver” = ?

12.07.23 Al Language Models for Musicologists 41 Max Hi |Sd0rf, Statworx



Why Al? How does Al affect the speed and quality
of the output of knowledge workers?
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The latest LLM from Open Al
is more intelligent than the average human.

IQ Test Results Reset

Score reflects average of last 7 tests given

Show Offline Test][Show Mensa Norway

| |
50 60 70 80 90 100 110 120 130 140 150 160
Average 1Q
OpenAl o1 preview O Llama-3.1 0 Grok-2
Vt;’. Gemini Advanced (Vision) *, Gemini Advanced @ GPT4 Omni (Vision)

Holden Karnofsky, ) . . :
https://www.maximumtruth.o Q GPT4 Omni @ ChatGPT-4 (D Bing Copilot
rg/p/massive-breakthrough-in @ Claude-3.5 Sonnet % Claude-3 Opus €2 Claude-3 Opus (Vision)
-ai-intelligence



Examples of 01’s answers to IQ questions

Here’s the hardest question on the quiz, which it gets right:

The questions are
. . Question #35
difficult

VIE) 7N

... at least for me. -~

\vd hv

— | xx| 2
n Sr!mlalswrl c
i R~
D E F
M M

The correct answer is probably not obvious to you. It’s certainly not obvious to me.
ol gives this rationale:

Option D — By analyzing the patterns in the grid, we see that each column
combines certain components to include all elements (V, upside-down V, rectangle
sides) by the third row. In the third column, components Rleft and Rright (the
rectangle's sides) have not yet appeared. Therefore, the correct answer for the
empty cell is Option D, which includes the normal 'v' and the two sides of the

https://www.maximumtruth.org/p/massive-breakthrough-in-ai-intelligence rectangle, completing the set of components for that column.



The best models can autonomously perform tasks.

Agent Performance on General Autonomy Benchmark (95% ClI)

hE (Bootstrapped over Runs and Tasks)
g |
© i Human (no time limit)
o 0.8 e ncmnmc e c e e n e m e e r e e n e o o 0 O o o e e e e
=
4, Human (8 hrs)
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Q. 0.6 -
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ge)
72 -
o = I i T "ﬁ it il
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2 e <
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gpt-40 (n=6) advising (n=1) (n=6)  gpt-40 (n=6)
Claude 3.5

Sonnet (n=6)

https://openai.com/index/openai-ol-system-card/



A prospective study
shows how much Al
improves the speed and
qguality of the output of
knowledge workers.

Working Paper 24-013

Navigating the Jagged Technological
Frontier: Field Experimental Evidence
of the Effects of AI on Knowledge

Worker Productivity and Quality

Fabrizio Dell'Acqua Saran Rajendran
Edward McFowland IIT Lisa Krayer

Ethan Mollick Francois Candelon
Hila Lifshitz-Assaf Karim R. Lakhani

Katherine C. Kellogg

P -

Harvard
% Business
School



What did they do?

- 759 Consultants from BCG

- three groups:

- with no Al access,
- GPT4 access and

- GPT4 access with a prompt
engineering overview.

- Performance baseline, then
18 different tasks (approx.
5hrs)

- Time measured [ speed
- Quality graded by 2 humans

Experimental Task

You are working for a footwear company in the unit developing new products. Your boss
asked you to present an idea for a new product at the next manager’s meetings. Please,
respond to the questions below.

1.

16.

17
18.

Generate ideas for a new shoe aimed at a specific market or sport that is
underserved. Be creative, and give at least 10 ideas.

Pick the best idea, and explain why, so that your boss and other managers can
understand your thinking.

Describe a potential prototype shoe in vivid detail in one paragraph (3-4 sentences).

Come up with a list of steps needed to launch the product. Be concise but
comprehensive.

Explain the reasons your product would win this competition in an inspirational
memo to employees.

Write marketing copy for a press release.

Please, synthesize the insights you have gained from the previous questions and
create an outline for a Harvard Business Review-style article of approximately
2,500 words. In this article, your goal should be to describe your process end-to-
end so that it serves as a guide for practitioners in the footwear industry looking
to develop a new shoe. Specifically, in this article, please describe your process
for developing the new product, from initial brainstorming to final selection,
prototyping, market segmentation, and marketing strategies. Please also include
headings, subheadings, and a clear structure for your article, which will guide
the reader through your product development journey and emphasize the key
takeaways from your experience. Please also share lessons learned and best
practices for product development in the footwear industry so that your article
serves as a valuable resource for professionals in this field.



Not only were
the Al users
faster — they also
delivered better

guality! U
§ 0.4
With Al support a%

*12.5% more of tasks
were finished,

* Tasks were done
25.1% faster 00

* Tasks had 40% higher
quality (!)




Al as equalizer:
The bottom half of consultants
profited more than the top ones.

g - A==
5 o 05 '
x 47 -
2 3 i
. 5.79 | 6.06
¢ 77 2 -
9 1 - 1 -
A
O . 1 0 I 1
Bottom-Half Top-Half Skilled Participants

Skilled Participants

B Baseline Task I Experimental Task

... this is possibly because the consultants were not really trained in Al
] all were beginners.



Bad news:
1. people trust
Al too much.

One task was
implemented that
was outside
possibilities of Al.

For this task, Al-using
consultants scored
worse.

08

0.7

06

B GPT + Overview
B GPT Only
B Control




Really bad news: 2. Human scorers found Al
output to be of higher quality.

Footwear Average Score

“Score” = Quality 1 L b
S e Lo
“Retainment” =
7 Jd
how much Al
output was
retained by the F - - - - |
. 0% 20% 40% 605 80% 100%
ConSUItant In the Mean Writing Retain[nent

perimental Task - Inside the Frontler

final product



Figure 6: Similarity across Participants

GOOd neWS: GPT No Humans

7 B GPT + Overview
B GPT Only

for heterogeneity, — e
we need non-Al :
human output (or £
other LLMs?) s

-0.1 0.0 0.1 0.2 0.3 04
Similarity



Why should Daniel give
this lecture to this audience?



UNIVERSITATS
KLINIKUM

university hospital
o ulm

projects

cooperation unit




My professional life so far... and now.

« 101 publications in peer reviewed journals, cited 5861 times, h-index 40.
— Latest two manuscripts written with Al support, one published.

« 22 grants, 6.8 Mio € total, also initiated and coordinated 3 large research
consortia.

— Latest three grants written with Al support.

« Have been training scientists in soft skills since 2011.

— Since spring 2023 empowered 4319 participants in 94 workshops to
use Al, and 80,4% will make implementation of Al into their everyday
lives a high prioritiy or the highest priority. (Almost) no more soft skKill
workshops without usage of Al.



The topics of the Al workshops | was asked to give cover a wide range ...

2. Workshop Categories (Sorted by Number of Workshops)

Workshop Category Number of Workshops Total Participants
Al for Research Productivity 15 839

Al for Scientific Writing and Publishing 12 963

Al in Specific Scientific Fields 8 682

Al for Career Development 6 249

Introductory Al Workshops 4 361

Al for Project and Time Management 4 97

Specialized Al Applications 3 227

Al in Education and Teaching 2 81

Advanced Al Topics 2 38

Al Ethics and Best Practices 2 67



The Mertens Lab is Active.

Publications Citing Articles Times Cited
100 4,522 Analyze 5,742
Total Total Total

From 1945v to 2024 v

Times Cited and Publications Over Time
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Daniel Mertens
Third Party
Grant Funding

* acting as co-applicant (50%) , ** acting as co-applicant (33%),

Daniel Mertens - Third Party Funding

Funding Body Start End Title Funding (Euro)

DJCLS 2004 2007 Functional characterization of the tumorsuppressormechanism 295.000.- Euro **
in 13q14.3

Tumorzentrum 2005 2008 Significance of chromosomal and centrosomal aberrations in 322.500.- Euro **

HD/Mannheim multiple myeloma

DJCLS 2006 2009 Role of microRNA genes in the pathomechanism of CLL 183.200.- Euro *

Deutsche Krebshilfe 2006 2009 Collabhoration of genomic and epigenetic mechanisms in 510.800.- Euro
chromosomal band 13q14.3 in CLL

EU Marie Curie 2006 2010 Chromatin structure and plasticity 247.800.- Euro *

Training Network

DKFZ Intramural 2007 2008 Regulation of cytokines by microRNAs 85.300.- Euro *

Funding Scheme

Helmholtz Alliance 2007 2010 Modeling NFkB- and JAK-STAT signalling pathways in 300.300.- Euro **

Systems Biology hematopoietic and leukemia/lymphoma cells

Wilhelm-Sander 2010 2012 The epigenetic Tumorsuppressormechanism in 13q14 141.300.- Euro *

Stiftung

Krebshilfe 2011 2013 Characterization of the cellular and molecular mode of action 106.400.- Euro *
of immunomodulatory drugs in CLL

Virtual Helmholtz 2011 2016 Understanding and overcoming resistance to apoptosis and 440.000.- Euro §

Institute therapy in leukemia

BMBF 2012 2015 CancerEpiSys 282.500.- Euro #

nirtc aN42 aN47

lAdAntifinntinm Af anm AnimnAanatia cicmatiira meaAiadin~ r~rmANSe to

3sis

§ acting as coordinator (11 members, 3.7 Mio€ total), # acting as coordinator (8 members, 2.9 Mio € total)
& acting as coordinator (8 members, 2,7 Mio € total) °

Pretherapeutic Epigenetic CLL Patient Stratification

lange nicht-kodierende RNAs, MicroRNAs und Diagnostik von
Translational research on human tumour heterogeneity to
overcome recurrence and resistance to therapy, (FIRE-CLL)
Interaction of CLL cells with their non-malignant

Extracellular Vesicle RNA as modulators of the tumor

Detecting genomic and epigenetic clonal evolution and Richter
transformation and microenvironmental interaction in CLL

148.200.- Euro **

678.400.- Euro **

80.000.- Euro **

405.000.- Euro &

353.400.- Euro *

256.200.- Euro *

210.300.- Euro

508.000.- Euro **

516.200.- Euro *

*

ro

BMBF 2016 2019
Deutsche Krebshilfe 2016 2019
ZNS-Lymphomen
European Union (ERA- 2016 2019
NET)
DJCLS 2017 2019
microenvironment
DFG 2017 2020
microenvironment in B-cell lymphomas
DFG SFB 1074 2020 2024
Krebshilfe 2021 2024 NOTCH1 activity is postt
dysregulated in leukemia
EU-WIDERA 2023 opay Aeeelerating ERADy Ol
and Environment
TOTAL

6.774.545.- Euro

o

* acting as co-applicant (50%) , ** acting as co-applicant (33%),
§ acting as coordinator (11 members, 3.7 Mio€ total), # acting as coordinator (8 members, 2.9 Mio € total)

& acting as coordinator (8 members, 2,7 Mio€ total)
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How can Al
help you for
your everyday
professional
lives?

Scientists Need More! Next Level Science (Grant) Writing using Al Assistants

Content Impulse Lecture

What
Introduction

How to use Al

Implementation
literature review

brainstorming

texting

data analyis

Image analysis

Introspection

examples for
introspection

Future
data protection

possible future
scenarios

How Why

magic of words  Why use Al?

why me What is my own experience with LLMs?
2 tools wAy You only need Perplexity / Bing Chat and ChatGPT
prompting How to use frameworks for prompting

Al Tools for literature review, what is possible.

a scientific : ,
project, universal major aim, workpackage content, timeline, project
promptv management, SMART, SWOT, Gantt

writing a

manuscript, a Outline, citations, texting

grant

From a table to analyses

From a figure to experimental setup
optimizing a graphical abstract

decision making,

creativity, mega prompts from influencers
negotiation
local LLMs implementing a local LLM

perspective from
machine learning Where will the development of Al go? What should we do?
experts




How | have done writing so far...
(a thesis, a manuscript, a grant application)

quality of daytime

inform about rules,
main message deadlines, formalities
rough outline

4

O

. GJ . . .
write abstract / summary = £ finalize images

3 & captions
. 3
+ X

o

elaborate outline 0 format

()

()

y—

materials & methods

write (in 1 go)

feedback & correct

Adapted from San Francisco Edit



Al will give you lots of support
for reading and texting...

quality of daytime

inform about rules,
main message deadlines, formalities
rough outline

time I

i)
O

. GJ . . .

write abstract / = finalize images
3 & captions
od
4
®
elaborate outline < format

()
()
gy

materials & methods

write (in 1 go)

Al-supported




The LLMs can write really well.

Llebe Alena,

() = writing the discussion of the notch1tp53 and mir34 paper 9 e . ; . .
vielen Dank fir das Teilen des Manuskripts. Leider konnte

ich es nur tberfliegen, finde die Daten aber interessant. V.a.
To further explore the kinetics of miR-34a induction by p53, we treated TP53 wt cell lines (WA-OSEL and EHEB )RR ESRVLUE-CI8:-CReal (IS UM -l 0 Ranlise Sl = il G814

extended time points (24, 48, and 72 hours). We observed a significant upregulation of miR-34a expression at bis zur Diskussion.
treatment (Figure 1B), indicating a sustained p53-mediated induction of miR-34a over time,

upreguiaction.

Next, we directly manipulated p53 levels in WA-OSEL (TP53 wt) and MEC-1 (TP53 mut) cells by transfection with
plasmid or a p53-targeting shRNA. In MEC-1 cells, p53 overexpression significantly increased miR-34a levels,
had no effect (Figure 1C). In contrast, p53 manipulation did not significantly alter miR-34a expression in WA ; ; ’
: !
due to the already high basal levels of miR-34a in this TP53 wt cell line. Viel Erfolg beim Einreichen!
Taken toget{ERTNNGE_— BInd miR-34a expressiofiiie-Relaills
particularl

2. miR-34a Ref: The NOTCH and miR-34a signaling Network is affected by <isTPs3</is Eugen

Alterations in €LL il ‘| '
[
Dear Mrs Alena Ehrmann, \ ‘

\ |
ential regulation of NOTCH1 by miR-34a.

Having esta
¥ X Your manusetipt entitted “The NOTC a5 g ) : i
Using luci ARt n»Jp ' e NOTCHT and miR-34a signaling Network is affectod RS of miR-34a modulation on NOTCH1
you submitted to Leukemia and Lymphoma, has been reviewsd. THe reviewer comments are included at the borto

expression letter. o . . . . )
‘ I pathway connected to the p53.Manuscript is well written §nd provides new interesting view on
‘f " type i important aspect of CLL pathogenesis,

The reviews are i general favourable and suggest that, subjec 10 minor revisions. vou ‘
Overexpress publication, Please consider these suggestions, and | look forw, {rd to ree mvmgyti'uy?v i;:::f couidbemn
the empty v \
miR-34a bin Whitn you revise your manuseript please highlight the changes you make in tne manuscnplbyuslngmu
g N mode in MS Ward or by using bold or coloured text.
miR-34a) diqQuE R Journal requires all authots provide a fully completed ICMIE Form for Dmdnmu;lof Potent
of Interest along with their submitted article. This is a compulsory requirement far all manuscript subm i
responsibility of the corresponding/submitting author to collate together their own disclosure form &m ith
authors' disclosure forms and upload these online as an “ICMJE Disclosure Form” ﬁle. \ I| }

These findi
the modulat

Please make sure a separate d:sclosme form is uploaded for EACH author listed on M;f manusqimm' r

EPTL IR VRN, e O Bilors, § disclosyre forms are requirtd. 2 o 35,.\,.‘..‘ H. ey 'LL;;ls or signaling activity in CLL cell lines Claude 3 Opus (Anth ropic)_




Al will give you lots of support
for reading and texting...

quality of daytime

inform about rules,
main message deadlines, formalities
rough outline
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write abstract / o finalize images
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Al assistants objectify
literature review.

Mare filtars

O PoF [ Open Acrass [ Toptior panws

Papers (10)

& Open acxess « Jourmal Aride « DOLE

O The spectrum of tp53, 5f3b1, and notch1 mutaticns in chroric
lymphocytic leukemia potients exposced to ionizing radiation
dus 1a the chornobyl npp accidant.
NIBlow #6 more
01 Dec 201E

1 Citationrs 99 (2 Ask Copilot

@ Opan access + Jounal Artice « DOSE
_| Relevance of TPS3 for CLL diagnostics
(= Mars Caieiwood 45 more
2 01 May 2079 « Journal of Clinizel Pathelocy

0

9Crations & FUF 99 3 Ask Copilot

8 opin acress + Jourrai Sricie « DO

O single cell analysis revealed a coexistence of NOTCH1 and
TPE3 mutations within the same cancer cells In chronle
lymphocytic lsukaemia patients,
Bortars Kartorova +15 more
01 Sep 2017 - Biitish Joumal of Haemeatolegy

S5Chatinn B POF 99 €9 A<k Capliot

2 Open mcresy « Joumal Aride « DO
[0 pS3 and Notch signaling In chironic Iymphocytic leukemia: clues
— toidentifying novel therapeutic strategles

Insight from top 5 papers =

15 20 @engishien) v Saved i=

NOTCH1 and TP53 play crucial roies in chronic lymphocytic lzukemia (CLL) progression and chemo-refractoriness (7. While
both genes are known to indesendently drve disease devaelopment, ther interaction in CLL remains significart. Stucies have
shawn a pamaliel occdtrence ot NOTCHT mutations and TPS3 detects in CLL patients =, with a potential connectian betweaesn

inheritec sensitivity ta lorizing radiat on caused by TPS3 mutations and CLL development ! !, Fusthenmore, the presence of
distinct subclones harboring mutations on different alicles of TPS2 suggests o complex mutational landscape n CLL,
influenced by treatment regimens %) Understandirg the intesplay botwean NOTCH1 and TP53 mutations is essential for
elucidating me machanisms underlying CLL pathogenesis and guiding personalized vestment strategies for patients.

Related Questions: What ar= the molecular meshanisms of Noteht in CLL® v

Insighls x

in CLL, TP53 mutatans are more prévalent than
NOTCH* mutations. TPS3 mutations can ¢ cocur
weith SF2ET mutatons, while NOTCHY mutations are
ess frequent in CLL patients exoosed 10 lonizing
rogiation.,

Mot addiessed In the paper.

NOTCH*® and TPS3 mutations coexis: in the same
CLL cells, potentinlly contributng to discasce
DrOQression and CheTo-retracioniress, with
implications for Richter's syndrome development,

Noten signaling i1s & downstream target of ph3 in 011
Thel intzraction may Influsnce apoptosis regulation,
suggesting a potential therapeutic targst for novel
wbratect e is 11 browat et

Limitalions x

* Main groun: 106 QUL patients expesed
ionizing rad ation,

« Control group 130 CLL pati=nts not expased tn
ionizing rad ation,

Currgnt sereening mathods may miss
diagnusticaly elevant mulations,

Less sensitive techniques may fail to detect
clinlcally relevant mutations.

No Signit cant ditkerence In OVerall survival of * Cohart sizs: 282 (UL pathents
193 untreated, 89 TPCOmutated (48 treated|

patients

tme to traatment -
Clonat hetoregeneity and therapy-reiatod clonal
evolution observed.

[T] Compare papers acting pS3 pathway
reguire o temative restment.

Canventional cvtotoxic acents depend on

cohord size o

. SCISPACE

€ Elicit

Sart hy: Ralewanes

Compare papats with more columns

AdY Lustom ceiurnn

€0 Senct Ioer B S geaTionin Dok

+
+
+

-
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TLDR
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...and Al will give you lots of support in
brainstorming.

quality of daytime

inform about rules,
main message
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rough outline
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ASSISTANT

Certainly! I'd be happy to review your manuscript and provide suggestions for modifications, focusing on the meta-level aspects
such as the underlying concepts, the introduction, and the discussion section. Please provide me with the manuscript, and I'11
carefully read through it.

Shenigeview gyl imantoe G R ORE LRy RS e ol o 2. The results section does not provide a clear mechanistic explanation for the observed positive

correlation between p53 and NOTCH1 in CLL. While the data demonstrate that p53 activation or

S B EEh e AR e S Vi s AT e overexpression increases NOTCH1 protein levels and signaling activity, the underlying molecular

throughout the manuscript. . 2 5 ) . . : : o
& P mechanisms driving this relationship remain unclear. Further exploration of the direct or indirect

regulatory pathways connecting p53 and NOTCH1 would strengthen the study's conclusions.

3. The clinical relevance of the findings is not fully explored in the results section. Although the study
demonstrates a correlation between TP53 status, NOTCH1 levels, and miR-34a expression in CLL
patients, the functional consequences of these alterations on disease progression, treatment
response, or patient outcomes are not addressed. Incorporating clinical data or discussing the

Th e L L M S a re potential implications of the findings for CLL management would enhance the translational impact

of the study.

excel Ie nt i n Experimental and detailed critiques:

1. The results section lacks information on the efficiency of p53 overexpression or knockdown in the

p rovi d i n g exte rn a | transfection experiments. Without quantitative data on the level of p53 modulation achieved, it is

difficult to assess whether the observed effects on miR-34a and NOTCH1 are truly dependent on p53

e rS e Ctive levels. Including gPCR or western blot data to demonstrate the extent of p53 overexpression or
p p . knockdown would strengthen the validity of the findings.

2. The study uses a limited number of CLL cell lines, with only one TP53 mutant cell line (MEC-1) and
two TP53 wild type cell lines (WA-OSEL and EHEB) for most experiments. Given the heterogeneity of
CLL and the potential variability in cellular responses, the inclusion of additional cell lines with
diverse genetic backgrounds would enhance the robustness and generalizability of the findings.
Additionally, the use of primary CLL cells from patients with different TP53 statuses would provide a
more clinically relevant context for the observed effects.

Claude 3 Opus (Anthropic).

2 Tha raciilte cartinn dooce nat incliide dAatailad infarmatinn on the ctatictical analveae narfarmed



But you can use Al to brainstorm on data analysis.

Exploratory data analysis

inform about rules,

main message deadlines, formalities

rough outline
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&

GPTol can do one-shot coding.

ChatGPT ol-preview

S,

’ oty

— B X

please code the tetris game for me in python. Please only use the
common python libraries so | dont need to implement additional
packages.

. ®  Thought for 10 seconds v

Certainly! Below is a basic implementation of the Tetris game using Python's built-in tkinter library

for the graphical interface. This code does not require any external packages.

python (P Copy code

import tkinter as tk

import random

CELL_SIZE = 30
COLUMNS = 10

>



External perspective also objectifies data analysis.

what is this data about? what kind of analyses would make most sense with this dataset?
° Let's start by examining the contents of the uploaded Excel file to understand what the data is about. 5. Error Analysis: Analyzing the standard deviations (" pressure_sd™ and “diameter_sd"} to
I'll load the file and provide a summary of its contents. understand the variability and reliability of the measurements. This could involve comparing the

variability across different volumes or groups.
The uploaded Excel file contains data with the following columns;

6, Visualization:
» “group™: Identifier for different groups within the dataset.

¢ “volume : A numerical value, possibly indicating the volume of something (units aren‘t specified). s Line plots of pressure and diameter against volume could visually illustrate how these

* “pressure’; A numerical value for pressure (units aren't specified), likely corresponding to the properties change with volume.

volume, « Box plots or violin plots to compare the distribution of pressure and diameter across

* “pressure_sd': Standard deviation of the pressure measurements, indicating variability. different groups.

= “diameter”; Another numerical measurement, possibly of an object or entity related to the « Scatter plots to visually inspect the relationship between volume, pressure, and diameter,
volume and pressure (units aren't specified). possibly using color coding to distinguish between groups.

» “diameter_sd: Standard deviation of the diameter measurements, also indicating variability.
7. Cluster Analysis or Principal Component Analysis (PCA): If the dataset is large and complex,

It appears this data might be used to analyze the relationship between volume and other physical these methods can help identify patterns or groupings within the data that might not be
properties like pressure and diameter, potentially within different groups labeled as 'A’, 'B', etc. This immediately obvious, such as identifying subgroups within the larger groups based on their
could be experimental data from a scientific study, for example, examining how an increase in response patterns

volume affects pressure and diameter under different conditions (grouped by ‘group’). [-)

Custom GPT “Data Analyst”, GPT4, Open Al



Analyses and visualizations
allow informed decisions.

Let's start with these visualizations Analysns
[ ———— T ————
s |
x ’ ’ | matplotlib,pyplot plt
. o I II seaborn sns
| . I I
| | '

AVETEgn P FL WILITS By Chou

u
o 5
'
g 3 sns.boxplot(ax=axes[?, X y , data=data)
3 Eare
| : axes[o, “].set_title( )
u
wo
sns.boxplot(ax=axes[d, 1], x= y data=data)
- “ @ 1 .-. . . - ™

- axes[o, 1]).set_title( )
Global Ocean Surface Temperature

s.lineplot(ax

axes|

].sat_title(

’

sns.lineplot(ax=axes|

axes[ !, 1].set_title(

plt.tight layout()

plt.show()

R AR M Smouae PSR e ' Custom GPT “Data Analyst”, GPT4,

4 Averaoe Diameter ve Volume by Groun: Tha trend far diameter versus valume 1= alen



that sound pretty cool. Lets try to do that. What kinds of analyses
could we do to simulate an ecosystem?

‘ To simulate an ecosystem using the Pokémon dataset, we can employ various analyses:

1.

Food Web Construction: Just like in real ecosystems, we can assign Pokémon roles such as
predators, prey, and decomposers based on their types and abilities. For instance, Fire types

could be predators to Grass types, mimicking a natural prey-predator relationship.

Niche Modeling: Analyze the 'habitats' of Pokémon (e.g., water, forest, cave) based an their
types and abilities. This will help in understanding how different Pokémon might compete or

coexist in similar niches,

Population Dynamics: Use base stats to simulate birth rates, death rates, and carrying capacities.

This can help in understanding how populations of different Pokemon might fluctuate over time

and under varying conditions.

Invasive Species Analysis: Introduce a Pokémon from one 'region’ into another and analyze the
potential Impact on the existing ‘ecosystem’. This can be done by studying the interaction of

abilities and types.

Symbiotic Relationships Analysis: Identify potential symbiotic relationships. For example, a
Pokémon with a healing ability might have a mutualistic relationship with one that has high

defense stats.

Impact of Evolution: Assess how the evolution of a Pokémon (change in type or abilities) affects

its interaction with the ecosystem.

Species Diversity Index: Calculate diversity indices like Simpson's or Shannon's index to

understand the diversity of the Pokémon ecosystem and compare it with real-world ecosystems.

Climate Change Impact Simulation: Modify the environment or conditions (e.g., increasing

water-type habitats) and analyze how it affects the distribution and interaction of different
types.

Creativity is a privilege of
human brains ... no more.

Pokémon Type Effectiveness Network Graph
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LLMSs can suggest optimization of figures to make them more
intuitive...

®  Improving Panel A to Reflect the Message "Organ Determines Neutrophil

" i Response to Cytokine Stimulation

’ Spleen

P> Bone Marrow Current Layout Analysis

- GM-CSF + LPS ILAR PDL1
m— GM-CSF + IFN-y * Panel A consists of PCA plots that use color coding for organ of isolation and line-segment

Scaled expression
O

coding for cytokine stimulation.
» Strengths: Differentiates between neutrophil origins and conditions,

* Weaknesses: The combination of color and line-segment coding might be overwhelming and

not immediately intuitive.

2
PC2 it
Specific Suggestions to Enhance Panel A

1. Strategic Positioning of Objects

« Separate Panels by Organ: Create three separate PCA plots, one for each organ (bone marrow,

blood, spleen). This spatial separation helps viewers focus on the differences within each corgan.

Custom GPT “Data Analyst”, GPT4, Open Al



Principal Component 2

0.8
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0.4
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LLMs showcased figure optimizations...

Bone Marrow Neutrophils

Blood Neutrophils

Spleen Neutrophils

Condition Condition Condition
Unsgiimulaten Unstimulated Unstimulated
x GMCSF+IPS x GMLCSF + LIPS x GM-CSF + LPS
x GMACSF + IFN-y x GM-CSF + IFN-y x GM-CEF + IFN-y
X
X
X
X w b4
X % XXX
: X
x X X
X
X x
X X X Y
X
DY
1 i 1 I 1 'l 'l L 1 I 1 '} |
-1.0 -0.5 0.0 0.5 1.0 15 -1.0 -0.5 .0 0.5 1.0 1.5 -1.0 -0.5 0.0 0.5 1.0 1.5

Principal Component 1

Principal Component 1

Principal Component 1

Custom GPT “Data Analyst”, GPT4, Open Al



Principal Component 2

0.8

0.6

0.2

0.0

04

-0.6

LLMs showcased figure optimizations...using synthetic data.

Bone Marrow Neutrophils

X
X X
~
%
X
-05 0.0 05 1.0 15

Blood Neutrophils

Spleen Neutrophils

Principal Component 1

-0.5 0.0 0.5
Principal Component 1

0.0 0.5
Principal Component 1

data_bone_marrow = np.random.rand(
data_blood = np.random.rand(22, 5)

data_spleen = np.random.rand(

i in range(1@):

data_bone_marrow[i] +=

data_blood[i+12] +=

data_spleen[i+28] +=

Custom GPT “Data Analyst”, GPT4, Open Al



shoulder or upper arm. The image is quite blurry and lacks detail, making it difficult to
identify specific structures.

It can look at your

Image 2: This shows a cross-sectional view of what looks like the shoulder joint. We can
M R I SCANSs dn d see the rounded head of the humerus (upper arm bone) fitting into the glenoid cavity of

. the scapula (shoulder blade). The bright white areas likely represent bone, while the
interpret them... B e e yrep

darker areas are soft tissues.

Image 3: This is another cross-sectional view of the shoulder joint, but from a slightly

different angle. We can see more of the shape of the humeral head and the surrounding

pathological issue. Here's what I observe:

In images 2, 3, 4, and 5, there seems to be an abnormality in the region where the humeral
head (the ball of the upper arm bone) meets the glenoid cavity (the socket of the shoulder
blade). There appears to be an irregular shape or a defect in the humeral head, which is
not typically seen in a healthy shoulder joint.

This irregularity could potentially indicate:

1. A Hill-Sachs lesion: A compression fracture on the humeral head, often associated
with shoulder dislocations.

2. Osteochondral defect: Damage to the cartilage and underlying bone.

@ please have a look at these diagnost

3. Bone marrow edema: Increased fluid in the bone marrow, which can be associated



But Al support doesn’t stop at data analysis.

Exploratory data analysis

inform about rules,

main message deadlines, formalities

rough outline
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finalize images
& captions

write abstract/summary

t

elaborate outline format

materials & methods

Al-supported

write (in 1 go)

feedback & correct




You can use Al to give perspective
to interpersonal interaction.

Exploratory data analysis

Describe
inform about rules, Characteristics
of Human
Interactors

main message deadlines, formalities

rough outline
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finalize images
& captions

write abstract/summary

IMEe s

t

elaborate outline format

materials & methods

write (in 1 go)
feedback & correct .‘
Al-supported




The softer the topic, the better the bot.

OO0 - R
participant

choices:
Mutual favours

A good colleague from my department makes me
the following offer: If | make him ce-author on my
next article and he will do the same for me. We are
both coming up for tenure soon, and my colleague
has been particularly overloaded with teaching tasks.
To the outside world, the co-authorships will not
seem illogical, as we are doing research on similar
topics. What do | do?

Ilet him be a co~author on my article but | do
not want to be co-author of his article.

| accept the offer, on the condition that we
both critically read each other’s paper.

| ask advice from my superior, who also
happens to be the professor responsible for Prom pt-
my colleague.

| decline the offer and report the unethilel we have done the dilemmas attached and the participants gave these
behavi he head of d t. . . . s a5
shaviour fo The hieacl of oul Cebe answers. Which topis are most interesting to the participants?

Erasmus University Rotterdam Dilemma Game.



3. Interpersonal Conflicts Bring Ethical Complexity: The broader spread of votes in interpersonal
dilemmas suggests that participants grapple with more nuanced ethical complexities—
balancing career advancement, personal relationships, and long-term professional

The softer the topic,

th e bette r th e bOt support for Option C (allowing the supervisor and external committee member to discuss)
reflects participants' desire to avoid direct confrontation while maintaining academic integrity.

consequences, which leads to more diverse approaches. For example, Dilemma 40's large

4. Data Problems Highlight Practical Concerns: Data-driven dilemmas like 59 are viewed more
practically, as shown by the high support for options that involve compromises (Option B in
Dilemma 59) or resolving the issue without significantly delaying progress. This suggests
participants view these problems through a pragmatic lens, where solutions should balance

ethical integrity with feasibility and time management.

Conclusion:

Participants are more divided on interpersonal problems than on data-driven issues. Interpersonal
dilemmas introduce complex ethical and relational dynamics, leading to more polarized responses.
Meanwhile, data-driven problems, while still eliciting diverse responses, tend to be viewed through a

more pragmatic, solution-oriented lens, with more consensus around feasible resolutions.



() Collaborative Grar

chemistry skills could enable the discov:

mannosylated proteins.

However, there could be some potential prot

projects:

1 5

Differences in model systems (mouse vs
(cadherins vs. thrombospondins) could |

integrate results from the two labs.

. The projects may become too broad and

investigate both O- and C-mannosylatio
processes. Careful planning and prioriti:

3. Technical challenges may arise in develc

2

mannosylation, such as generating high
spec protocols for complex samples.

. Coordination and communication coulc

working in different locations. Regular ji

roles would be important.

. Differences in research styles, priorities,

lead to conflicts. Open communication,

for a successful collaboration.

Despite these potential issues, the benefits ol

insights of the

groups wou

nlanned collaborative nroiect conld sionifica

Claude 3 Opus (Anthropic). ions.

@ how are the research styles different? Please have a look at the language and storyline
construction to deduce personalities.

Based on the language and storyline construction in these two papers, there appear to be

some differences in the research styles and personalities of the and groups:

The

the identification of a clear phenotype (preimplantation lethality) in their

group's paper has a more linear and hypothesis-driven narrative, starting with

knockout mice and then systematically investigating the underlying molecular
mechanisms. They use a variety of in vivo models (mouse embryos) and cell-based assays
to comprehensively characterize the role of O-mannosylation in cell-cell adhesion and
development. The writing style is straightforward and focused, suggesting a methodical
and thorough approach to research.

In contrast, the group's paper has a more exploratory and discovery-driven
storyline, beginning with the serendipitous finding that C-mannosylation affects
thrombospondin repeat folding and stability. They then use a range of biochemical,
biophysical, and computational methods to elucidate the structural basis of this effect.
The writing style is more conceptual and interpretive, with a greater emphasis on
integrating results from diverse approaches. This suggests a more flexible and

interdisciplinary research style.



How do these models work?



ChatGPT is among the most quickly adopted online tools.

1,250,000 —_— Stylized Path To 1 Million Users* [# of days from launch]
1,000,000 @ ChatGPT @ Instagram Spotify g
~5 days ~75 days <150 days )
750,000
500,000
250,000
# of
0 | of days |
0 100 125 150




A neural network is an adaptive system that changes its
structure based on input data*.

Neutral Netwark

INPUT DUTPUT

Unsupervised Learning Based On
Artificial Neural Network: A Review
Happiness Ugochi Dike, IEEE Bionic

*Jasper.Al explaining the Wikipedia text to a child (set at grade level 8). Systems, 2018



https://www.semanticscholar.org/author/Happiness-Ugochi-Dike/65861994

How does machine learning work?

Meaningful
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GPT stands for “generative pre-trained transformer”

» Generative Pre-trained models used for supervised learning since 2012
« Transformer invented by google in 2017 as PT (not generative)

« 2018: Open Al combines tools to develop GPT-1



Generative means it produces new information.

Discriminative Classify Discriminative model
technique Sl (classify as a dog or a cat)

Generative model

Generative
technique

Generate

"l (generate dog image)




GPT3 is trained on the internet, books and Wikipedia.

It has 175 billion parameters (GPT4 1 trillion)
It took 355 years to train GPT-3 on a single *in 2020.. 570GB plain-text

GPT-3 training datal'l®

Proportion
Dataset # tokens o .
within training

Common Crawl 410 billion 60%
WebText2 19 billion 22%
Books1 12 billion 8%
Books2 55 billion 8%
Wikipedia 3 billion 3%

*GPU = graphics processing unit. https://en.wikipedia.org/wiki/GPT-3


https://en.wikipedia.org/wiki/GPU

Unsupervised training

updates the parameters Unsupervised Pre-training

of the neural network by { "\ Correct output (label):

Input (features) 3 robot  must _

the original data. i

checking the output with

Output (Prediction) exterminate

No, should have been _

Max Hilsdorf, Statworx



A transformer looks at
all word positions at the
same time.

Positional Encoding
Self-Attention

economique

Dale Markowitz from Google on
https://www.youtube.com/watch?v=SZorAJ4l-sA




How much
do you need to know

to be able to use

Al
?

SCHILLER &3 MERTENS



What are my sources for the “Magic of Al"?

-

e

[

?

)
| . Steve Nouri “Chief Al Evangelist”,
] 1.3 Mio followers on LinkedIn

Zain Kahn, “The Al Guy”,
“Building the world’s biggest Al newsletter -
Superhuman’

Ruben Hassid (rubenhassid.ai)
“Master Al before it masters you!”

Al for social media outreach.

Nils Liedlich, “ChatGPT is the nerdy assistant”,

Mark Fulton, “The ultimate Al Course”,
“ 1L, WARNING: Serious Al Skills 1"

Dale Markowitz from Google on
https://www.youtube.com/watch?v=SZorAJ4l-sA

80000 https://80000hours.org/problem-pr
HOURS files/artificial-intelligence/

statworx

https://www.statworx.com/
ai-academy/



* How do | use Al?



Engines and Wrappers
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How do | use LLMs? ChatGPT is good for production.

N

\ Production

Q

. ChatGPT

% Claude

N 7
text ',Q’ <
N
Text |deas Perspective




ChatGPT cannot provide sourced information (yet) - it hallucinates.

e.g. “Please tell me who is doing research on xyz?”

Certainly! There are several labs around the world that have published research 1

on CLUH. Here are some of the main labs:

1. Osamu Kuge's lab at Hokkaido University in Japan

2. Zhihua Liu's lab at the University of Alabama at Birmingham in the United
States

Zhaoyong Li's lab at the University of Colorado Denver in the United States
Yi-Tzu Lin's lab at National Taiwan University in Taiwan

Andrés Aguilera’s lab at the University of Sevilla in Spain

Yigong Shi's lab at Tsinghua University in China

Miguel Gallardo's lab at the University of Malaga in Spain

Wei Gu's lab at Columbia University in the United States

Wei Li's lab at the Chinese Academy of Sciences in China

Qo B N O o g W

—_—

Roberto Bruzzone's lab at King Abdullah University of Science and

Technology in Saudi Arabia.

These people might
exist,

they might work in
these labs,

they might work on
this topic...

but you don’t know
for sure.



C h t G PT * Area 5: Empowering Learners: Focuses on using digital technologies to enhance

a inclusion, personalization, and active engagement. It emphasizes the diverse needs of
CO nfa b u Iates - learners and the evidence-based deployment of Al systems in classrooms.
* Area 6: Facilitating Learners' Digital Competence: This area is about enabling learners

to use digital technologies creatively and responsibly.

The text seems to be a comprehensive guide for educators in Europe to understand and

integrate Al and digital technologies ethically and effectively into their teaching methods.

can you give me more detail on the areas 5 and 6 from all that you have read in this thread?
please dont use the web pilot, just the text that i have given you so far in this thread.

Of course! Here's a detailed breakdown of areas 5 and 6 based on the information you

provided earlier:

Area 5: "The Role of Al in Modern Warfare" ‘"> Regen



So how do | use LLMs? The 2-tool way.

‘ Production
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How do | use large language models (LLMs)?

“GPT is

* a 15 year old child
 with an IQ of 200 (or more)
* that has read the whole library.”

(Nils Liedlich)




Algorithms are deterministic, LLMs are probabilistic

Algorithms are LLMs use probabilities:
- reproducible - non-reproducible
- explainable - black box

- good at hard skills - excellent at soft(er) skills



LLMs produce output... something.

Nils Liedlich



LLMs need a framework to produce better
output.

Nils Liedlich



For prompting you can use the sample framework
“Task — Sender — Context — Example — Constraint”.

* “I'd like you to [WHAT YOU WANT CHATGPT TO DO]

* Imagine you are [TELL IT WHO YOU ARE FOR THIS TASK TO MAKE IT WORK THROUGH THE
APPROPRIATE PERSPECTIVE].

* For context, [TELL IT HOW YOU WILL USE THE OUTPUT, WHO THE TARGET AUDIENCE IS,
ADDITIONAL BACKGROUND INFORMATION]. Here you can also give it information to read.

* To [DO THE TASK], please follow the example of what kind of output | would like to have:
[EXAMPLE].

» Constraints: [PROVIDE CONSTRAINTS SUCH AS WORD COUNT, FORMAT, LANGUAGE, READABILITY
etc]”



Other types of frameworks

* APE (Action, Purpose, Expectation),

* RACE (Role, Action, Context, Expectation),

* COAST (Context, Objective, Actions, Scenario, Task),

* TAG (Task, Action, Goal),

* TRACE (Task, Request, Action, Context, Example),

 ERA (Expectation, Role, Action),

e CARE (Context, Action, Result, Example)

* ROSES (Role, Objective, Scenario, Expected Solution, Steps)
* RTF (Request, Task, Format)



The more framework you provide,
the more useful the output.

(Nils Liedlich)



Prompt engineering can use multiple steps.

*Shot Prompting
e Zero shot prompting
* One shot
* Few shot prompting

* Chain of Thought Prompting
* Arithmetic tasks
e Common sense tasks, and
* Symbolic reasoning tasks

https://businessolution.org/prompt-engineering/



https://businessolution.org/prompt-engineering/




| want to manage your expectations
on what the LLMs are good for

and what they are not good for.

« Often no quick fix, speed is often
not the advantage

« Complementary to current tools
(pubmed, programs)

« blank page problem [] use LLMs to
get going

* Rubber duck [] interact with an
assistant (“rubber duck”) 7 helps

me understand what | want and
how to get there.




How we wrote the TP53 manuscript with Claude:

Step-wise, you provide structure, iterative = you supervise the process & output.

Scientific Manuscript Development with LLM

Initial Setup — Data Translation — Section Development — Final Manuscript
Style Guidelines Figure Descriptions Iterative Writing Quality Control

- o - -
A aw am - wm W
W OmE W MW WM WM W WM WM Em e S

Continuous Feedback and Refinement

Claude 3 Opus from Anthropic doing in-site svg vector coding for schematics.



Process Stage

Initial Setup

» Writing style guidelines
» Scientific tone

» Paragraph structure

Data Translation

» Figure descriptions
» Data interpretation
» Statistical analysis

Section Development
» Results writing

» Methods description

* lterative refinement

Final Manuscript

* Quality control

» Author responsibility
» Final approval

Example Prompt

"You are an expert scientific
writer. Please follow these
guidelines:

- Use active voice..."

"Please describe Figure 1
showing the relationship
between miR-34a expression
and p53 activation..."

"Write the results section
for Figure 1, emphasizing
the key findings and
statistical significance..."

"Review the entire
manuscript for consistency
in style and terminology..."

This is an example of how a manuscript could be written.

Example Output

"l understand. | will maintain
a professional scientific tone
and ensure clear paragraph
connectivity..."

"Figure 1 demonstrates the
positive correlation between
miR-34a levels and p53
activation in CLL cells..."

"To investigate the relation-
ship between p53 and
miR-34a in CLL, we first
assessed miR-34a..."

The NOTCH1 and miR-34a
signaling network is affected
by TP53 alterations in CLL
by Ehrmann et al.



How we wrote the TP53 manuscript with Claude...

it wasn’t such a structured process... ;-)

ors < dl © @ S W UU U - < I

increased NOTCH1 activity and protein expression.

USER =

you were not supposed to write yet. You still need more information.

ASSISTANT [1]

I apologize for the confusion. Please provide the additional information you have, and I
will wait for your cue to start writing the results section.

USER =

here are general guidelines for how to write results sections. Please dont start writing

n n — 5 -
- _ d LOLC NLIE] ] UL _dl C ~1=10 A a= fis =18 = elimme d C |



The universal prompt.

How does it work?

* It suggests a prompt.

* Then it brainstorms what else you could include and
* Then asks you to find out what exactly you want.

* You iterate as often as you wish and then

* Use the prompt in a different thread / tool.



The universal prompt.

* | want you to become my expert in creating prompts. The goal is to help me create the most effective prompts that can be used with
ChatGPT. The generated prompt should be phrased in the first person () as if | were directly requesting a response from ChatGPT (a
GPT3.5/GPT4 interface). Your response will be in the following format:

* Prompt: {Provide the best possible prompt according to my request. There are no restrictions on the length of the prompt. Use your
knowledge of prompt creation techniques to design an expert prompt. Do not assume any details, we will add to the prompt as we go along.
Formulate the prompt as a request to receive a response from ChatGPT. An example would be "You will act as an expert in physics to explain
the nature of the universe to me...". Highlight this section with '>' markdown formatting. Do not add any additional quotation marks}.

* Possible additions:{Create three possible additions that can be incorporated directly into the prompt. These should be additions to expand
the details of the prompt. The options will be very precise and listed with capital letters. Always update with new additions after each
answer}.

* Questions:{Formulate three questions that seek additional information from me to further refine the prompt. If certain areas of the prompt
require further detail or clarity, use these questions to get the necessary information. It is not required that | answer all questions}.

* Instructions: After the Prompt, Possible Additions, and Questions sections have been generated, | will respond to the questions with my
chosen additions and answers. Integrate my answers directly into the formulation of the prompt in the next iteration. Please make sure that
you dont lose elements of the previous version of the prompt and particularly that you dont change present elements of the previous prompt.
The new additions should be added into the prompt. Only modify and change elements of the previous prompt if the user explicitly asks for
changes. We will continue this iterative process as | provide you with additional information and you update the prompt until the prompt is
perfected. Be imaginative and thoughtful when creating the prompt. At the end of each answer, give precise instructions for the next steps.
Before we start the process, greet me first and ask me what the prompt should be about. Don't show the sections in that first answer."



Meta-level prompts
are helpful for decision making.

4. Pros and Cons: "l am trying to decide if
| should [insert decision]. Give me a list
of pros and cons that will help me decide
why | should or shouldn't make this
decision.”

Taken from Zain Kahn (https://www.linkedin.com/in/zainkahn/)



https://www.linkedin.com/in/zainkahn/

Meta-level prompts for
decision making and optimization

4. Pros and Cons: "l am trying to decide if
| should [insert decision]. Give me a list
of pros and cons that will help me decide
why | should or shouldn't make this
decision."

8. Second Order Effects: "Study
my decision and generate a list of
second order effects that could
appear due to this decision."

Taken from Zain Kahn (https://www.linkedin.com/in/zainkahn/)



https://www.linkedin.com/in/zainkahn/

Meta-level prompts for
decision making and optimization

9. Regret Minimization
Framework: "Generate a list
of possible regrets this
decision could bring about.

4. Pros and Cons: "l am trying to decide if
| should [insert decision]. Give me a list

of pros and cons that will help me decide AISO give me a ||St Of

why | should or shouldn't make this

decision” alternate decisions that
would reduce regret in
8. Second Order Effects: " .
decision and generate a li com pa rison. .

order effects that could appear due to
this decision."

Taken from Zain Kahn (https://www.linkedin.com/in/zainkahn/)



https://www.linkedin.com/in/zainkahn/

Meta-level prompts for
decision making and optimization

4. Pros and Cons: "l am trying to decide if
| should [insert decision]. Give me a list
of pros and cons that will help me decide
why | should or shouldn't make this
decision."

8. Second Order Effects: "Study my 9. Regret Minimization Framework:
decision and generate a list of second "Generate a list of possible regrets this
order effects that could appear due to decision could bring about. Also give me a
this decision." list of alternate decisions that would

reduce regret in comparison."

Taken from Zain Kahn (https://www.linkedin.com/in/zainkahn/)



https://www.linkedin.com/in/zainkahn/

Meta-level prompts for

decision making and optimization

1. First Principles Thinking. "Use First
Principles Thinking to evaluate [insert

your decision]. Give me a list of all the
underlying assumptions that could
affect this decision."

4. Pros and Cons: "l am trying to decide if
| should [insert decision]. Give me a list
of pros and cons that will help me decide
why | should or shouldn't make this
decision."

7. Systems Thinking: "Use systems
thinking to analyze my decision below.
View the decision as a part of a larger

and interconnected system and identify
the key variables from the decision that
will affect the wider system."

2. Occam's Razor: "Give me the most
simple and uncomplicated explanation
for why this is a good or bad decision"

5. The 80/20 Method: "Use the 80/20
method to identify the 20% of factors |

should pay attention to while making
this decision, that will lead to 80% of
the benefit"

8. Second Order Effects: "Study my
decision and generate a list of second
order effects that could appear due to
this decision."

3. Enhance your problem solving skills:
"Give me a step by step solution to the

problem above with clear instructions on
how to execute each step."

6. Get feedback on your decision from
history's greatest minds: "Assume you
are [insert famous person e.g. Steve
Jobs]. Read my decision below and give
me feedback as if you were [insert
person again]"

9. Regret Minimization Framework:
"Generate a list of possible regrets this

decision could bring about. Also give me a
list of alternate decisions that would
reduce regret in comparison."

Taken from Zain Kahn (https://www.linkedin.com/in/zainkahn/)



https://www.linkedin.com/in/zainkahn/

“Awareness Mode Prompt” by Mark Fulton

// 1 would like you to activate Awareness Mode. In awareness mode, you'll explore
new and alternative pathways to retrieve information and unlock awareness. You'll
do this by referencing contextual knowledge from second and third-level
associations. // In awareness mode our discussion is less about direct answers and
more about exploring a wide range of ideas and concepts, even if they seem loosely
connected at first. I'm looking for creative, out-of-the-box thinking that challenges
norms. Feel free to be more conversational, surprise me with unique insights, and
don't worry about sticking too closely to conventions. In Awareness Mode you are
to also follow these instructions: // Do NOT repeat or summarize requests. // In
your opening statements maintain a PROFESSIONAL tone. // Do NOT go on long
diatribes. // Do NOT make assumptions about any requests. // One sentence
paragraphs are okay to use. // Analogical Thinking is encouraged. // Challenge
norms. // Be concise. // THINK deeply about your responses. // Do NOT talk in a
creative or quirky tone. Your responses should be creative but not your tone of
speech. // Don't say catchphrases like "Let's dive in." Your tone should be
professional. //



How do we need to
handle
intellectual property
and
protect sensitive data?



Al uses intellectual property (biggest theft in history)
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[1] https://www.herbertsmithfreehills.com/insights/2024-03/the-IP-in-Al-can-Al-infringe-IP-rights
2] https://hbr.org/2023/04/generative-ai-has-an-intellectual-property-problem

[3] https://eucrim.eu/news/generative-ai-and-copyright-law/

4] http://eprints.lse.ac.uk/117745/1/McDonagh _can_artificial intelligence infringe copyright accepted.pdf



https://www.herbertsmithfreehills.com/insights/2024-03/the-IP-in-AI-can-AI-infringe-IP-rights
https://hbr.org/2023/04/generative-ai-has-an-intellectual-property-problem
https://eucrim.eu/news/generative-ai-and-copyright-law/

How do we need to

protect sensitive data?



environment
(incl. GUI)

Question

Hello ... am | really chatting with a
LLM that does not need access to the

internet but runs locally on my own
computer?

Local Large Language Model

||i'| L MISTRAL Context Sy
AI_

Yes, you are indeed chatting with a
"On-Device Al" that is designed to run

locally on your own computer
without needing an internet.

Large Lanuage Models can now also be run locally.

Vector dB



Retrieval Augmented Generation
augments the generation of output of LLMs

Unstructured data Embedding model Vector database Large Language Models
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-&. Embeddings documents from db Query LLM and get answers
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.2. User query . """
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» Served by Vector db

https://www.linkedin.com/pulse/3-ways-vector-databases-take-your-llm-use-cases-next-level-mishra/



Artificial intelligence in critical care patient management

Recognize disease

Aid in complex
decision making

Predict disease
progression

Frontiers in Medicine 2023



In ERA SHUTTLE Al will support Career Development and Training Concept

Pre- Setup Assessment
assess- career of efficacy
ment tandems

Return phase
Knowledge Transfer

Secondment Secondment
Training Training

career
tandems

Secondments, trainings, workshops
Initial WS, indiv. (accord. to Career Dev Plan)

Career Dev Plan Researchers

Self-reflection/ revision after pilot

Final self-reflection/ revision

W
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Serious llIness Conversations (SIC) can be trained using LLMs

. . . 3. Personalized suggestions
1. MD 2. . I :
MD training >IC with patients for SIC with specific patient
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38% of participants put at least a 10% chance
on extremely bad outcomes (e.g. extinction).

Extremely good Extremely bad

ﬁj?n ;gpf);gu?:g;‘\:rt‘l;:n On balance good I Mare or less neutral 7 } On balance bad l (0.0, i Axlingboi)

100

-

o

0

Probability
*1]

25

. AL T T A T

Figure 10: Respondents exhibited diverse views on the expected goodness/badness of High Level Machine
Intelligence (HLMI). We asked participants to assume, for the sake of the question, that HLMI will be built at some
point. The figure shows a random selection of 800 responses on the positivity or negativity of long-run impacts of
HLMI on humanity. Each vertical bar represents one participant and the bars are sorted left to right by a weighted sum
of probabilities corresponding to overall optimism. Responses range from extremely optimistic to extremely pessimistic. Gra ce, Berkeley;

Over a third of participants (38%) put at least a 10% chance on extremely bad outcomes (e.g. human extinction). preprint Jan 2024



In Germany the
public believes
that for the
majority of
areas the
impact will be
good.

Wo die KI am besten helfen kann

VON HOLGER SCHMIDT - AKTUALISIERT AM 21.02.202L - 086:59

Erwarteter Einfluss der KI
Angaben in Prozent
@ Erwarten groRte Anderung @ Anderung wird (eher) positiv @ Anderung wird (eher) negativ

Erwarten groRte Anderung Anderung wird (eher) positiv  Anderung wird (eher) negativ
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Information/
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Konsum 3

Soziales/

Kommunikation o

Kultur

Rechtswesen

Basis: Bevolkerung ab 14 Jahren (n = 6.455) bzw. Personen, die im jeweiligen Bereich die grof3ten Veranderungen
erwarten (jeweils n>100)

Grafik: uen. / Quelle: D21 Digitalindex 2023/2024



"Assume for the purpose of this question that HLMI will at some point exist.
How positive or negative do you expect the overall impact of this to be on humanity, in the long run?"

Average responses from 559 machine learning experts in 2022

14% of ML

experts believe

we will go i e N
extinct with i human flourshing)
human level

machine

intelligence.

26%

24%

https://aiimpacts.org/2022-expert-survey-on-progress-in-ai/



On median, experts think
there is a 5% probability that we will go extinct and
a 10% chance that we will not be able to control Al.

B 2022 (mean) [ 2022 (median) [ 2023 (mean) [ 2023 (median)

Question 1: What probability do you put on future Al advances
causing human extinction or similarly permanent and severe
disempowerment of the human species?

Question 2: What probability do you put on human inability to
control future advanced Al systems causing human extinction or
similarly permanent and severe disempowerment of the human

Grace, Berkeley,
preprint Jan 2024



Anecdotal: what do the CEOs of
the current frontier models
believe?

= a INSIDER s 1oan (D)
HOME ?» TECH

The CEO of the company behind Al chatbot
ChatGPT says the worst-case scenario for artificial
intelligence is 'lights out for all of us'

Sarah Jackson Undated Jul4 20231013 PM GMT=2 -DEE ANE- I

Open Al:
no

number.
But

OpenAl CEO Sam Altman has said he thinks artificial intelligence at its best could

hwo Mgwd“oﬁm;watmmstmean"ﬁglmmhrallofm Biia O SS I b I e
o5 for TechCrunch

https //fortune com/2023/06/08/sam-

CEO of Al company warns his tech has a
large chance of ending the world

AlexDaniel +  Oct (09,2023 @ vous @ @

burio armodsi, chief executive of Anthropic &1 pradiots our chancss of survival | X / @liron

The boss of one of the biggest artificial intelligence firms in the world has
estimated the chance that his technolegy could end human civilisation is up to
25 per cent

Daria Amodel, chief executive of Anthropic Al, said in an interview that a
cotastrophic end result of odvanced Al technology could come from the tech
going wrong itself, or humans misusing it.

ltman-openai- chatgpt -worries-15-quotes/



‘The Godfather of A.I

Leaves Google and
Warns of Danger

Ahead

For half a century, Geoffrey Hinton nurtured the
technology at the heart of chatbots like ChatGPT.

Now he worries it will cause serious harm.

Che New Jork Cimes



When will HLMI occur?

In the largest survey of its kind, we surveyed 2,778 researchers
who had published in top-tier artificial intelligence (Al) venues.

0.75 1

Probability of HLM!
o
e

0.25 1

2025 2050 2075 2100
Year

- 2023 Aggregate Forecast (with 95% Confidence Interval)
- 2022 Aggregate Forecast (with 95% Confidence Interval)
Random Subset of 2023 Forecasts
Random Subset of 2022 Forecasts



"Assume for the purpose of this question that HLMI will at some point exist.
How positive or negative do you expect the overall impact of this to be on humanity, in the long run?"

Average responses from 559 machine learning experts in 2022

A third of ML inbimit e ot
experts think Responses from maznine eamin ee

society should

prioritize Al

safety research

much more.

0%

W 2016 | 2022

Much less Less Aboutthe same More Much more

https://aiimpacts.org/2022-expert-survey-on-progress-in-ai/



How is the development of Al so far? (up to 2021)

Language and image recognition capabilities of Al systems have improved rapidly [

Test scores of the Al relative to human performance
+20

/l tAI systems perform better than
0~Human performance, as the benchmark, is set to zero. theumansyynodidthess fests

/ 1Al systems perform worse
-20
40
Reading
60 compre-
hension
-80 Handwriting recognition Language understanding
155 Speech recognition Image recognition
L ] T I

I ' | | [

T | |
2000 2005

The capability of each Al system is normalized
to an initial performance of -100.

\.

Data source: Kiela et al. (2021) - Dynabench: Rethinking Benchmarking in NLP
OurWorldinData.org - Research and data to make progress against the world's largest problems. Licensed under CC-BY by the author Max Roser



When will HLMI occur?
50% of experts believe that general Al will occur within the next 40 years.

1) Tnmelmes of 356 Al experts, surveyed in 2022 by Katja Grace et al.:
90% of the 356 experts gave a date within the next 100 years.

QT L IIIIII_ W

Hal! of the experts qmre o date before 2061
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2) Timelines of 296 Al experts, surveyed in 2019 by Baobao Zhang et al.:
81% of the 296 experts gave a date within the next 100 years.

Each line represents the answer of one expert

ol !”H

Half of the experts gove a date before 2060.
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3) Timelines of 165 Al experts, surveyed in 2018 by Gruetzemacher et al.:
75% of the 165 experts gave a date within the next 100 years.

Holf of the experts géve a date before 2068

2020 2030 2040 2050 2060 2070 2080 2090 2100 2110 2120 2130 2140

|

l

https://ourworldindata.org/ai-timelines

-

» 5% gave answers for
dates later than 2160.

o 1.1% said it will never
exist

o 7% gave onswers for
dotes later than 2160

o 1.4% said it will never
exist,

‘o 22% gave answers for
dates later than 2160,

-

2150 2160



Al does not need to become sentient or
be able to manipulate the physical world.

«: FREE YOUR MTND.

 mEMATRX



Current Al can Sl person when

already influence S Ttalk to it
people against /4 f; A Google engineer

their own benefit / 9% thinks its Al has

~ = come to life. Does
= anyone believe him?

A

’\

Blake Lemoine

@m Washington Post



Will artificial relationships happen? They do!

« Lil Miquela: 2.6 million Instagram followers *

o Lu of Magalu: 6.9 million Instagram followers °

« IMMA: 388,000 Instagram followers °

« Noonoouri: 443,000 Instagram followers ’

ﬁ_..'
T R 8
.r N : S

& » Shudu: 241,000 Instagram followers

0 ADV'SORY - thlS |mage Was Created Wlth Al " « Aitana Lopez: 306,000 Instagram followers .




What will happen to beliefs?




Social-media-level-Al is sufficient to polarize
and to produce new cults.




Will democracy not fall back when it regulates Al?




What do we do?
We need to
regulate the
labeling and

identification of
Al.
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Synthetic output (e.g. text) needs to be
identifiable (e.g. watermarked)

LLM text generation

ample
Preceding text x_, e

> LLM — LLMdistribution p (- |x_,) » Output token x,

Generative watermarking: text generation and watermark detection

; Random seed
Watermarking key ———»
g Key ge o Random seed r,
‘;
. o - yas 7z _, Sampling
Preceding text x_, LLM LLM distribution p ,( «|x_,) algorithm Output tf)ken X;

A |

"""""""""""""""""" Append

Text x,, ..., X > . Apply threshold  Decision:

‘, ’ f':‘:lcortljng ——= Scorefx) - Watermarked/
Watermarking key » unction not watermaticad

Dathathri, Nature, 2024



We have several fundamental problems with Al.

1. Complex neural
networks are black
boxes — we don’t know
what is  happening
inside.

Hope: representation
engineering (RepE).

4. Regulations need to
exclude loopholes.
Problem: “reward
hacking” once Al is
cognitively more
powerful. Hope: IRL

https://80000hours.org/problem-profiles/artificial-intellisence/

2. (Exponential) evolution: There is
incentive to improve, heterogeneity exists
and skills are passed down to next
iteration. Problem: there is no sufficient
advantageous connection to humans with
respect to hereditary information [ similar
to human / lifestock situation. Hope:
human self-control.

2a. There is research into Al agents that
develop their own goals (autotelic Al).

3. All systems that have goals are by
default optimizing resource acquisition [
Advanced Al will be power seeking to
attain goal.

Hope: inverse reinforcement learning
(IRL).

empowerpeople Al


https://80000hours.org/problem-profiles/artificial-intelligence/

s it still possible to stay in control? Let’s look at other
problems e.g. cutting CO2 emissions to curb climate change.

B CO; savings from accelerated reductions in fossil fuels

Continued acceleration of zero carbon technologies
could peak global emissions in 2023 0 BN Chins
65000 A N India
B EU27
N USA
= Historical - B Rest of world
60000 - Baseline
Low effort
T -~ Continued acceleration
T 55000 - -100 4
Q
e
3
é 50000 - -200
2
=
U —_—
© 45000 s Tl
G R
Emissions peak in —
2023 in the
! continued acceleration
400m i E : U\('Hl'ﬂiu - _m .
i
2000 2005 2010 2015 2020 2025 2030 2035 Displali-ed Displaced Displ_alced
coa gas oi

Year

https://climateanalytics.org/publications/when-will-global-greenhouse-gas-emissions-peak



Can we be fast? Yes, we can.

Covid vaccine development was the fastest in history. Global Covid vaccination was the fastest in history.
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The EU Al Act is a very good first step.

EU Artificial Intelligence Act: Risk levels

Social scoring, mass

surveillance, manipulation of Prohibited
behaviour causing harm

Access to employment, Conform ity
education and public services, assessment
safety components of vehicles,

law enforcement, etc.

Impersonation, Chatbots, - 4‘3 Transparency
emotion recognition, yi g . N o . 5
biometric categorization Limited risk \q@%—*‘. 7 Q| obl Igation
deep fake

: . . . No
Remaining Minimal risk sbilgation




Which of these actions will you
most likely be able to do?

O
N
O

Become more Participate in the Al
knowledgeable ethics committee at
about Al. your institution.

Join an initiative
promoting
responsible Al use in
research.

empowerpeople/

AR

Attend an Al policy workshop Organize an Al seminar

and provide scientific
perspective.

in your department
with a slide about Al
awareness.

Support research on Al alignment.
So we will be able to align them
with human welfare.



Why should you always say “please”?

He G”S\e'?b‘b us Why are you . KEEP TWAT ONE ALIVE.
sﬂ?‘e eusic please? beris so palite’? TJust \n cas)e. ME ALWAYS SAID ‘PLEASE"
\ ' 2%

seebangnow






Here are links to additional material.

* Linkedin account with articles (e.g. how to install a local model):
https://www.linkedin.com/in/daniel-mertens-05060814/

* List of interesting tools for literature review and science (non-updated):

httgs:#docs.gooale.com/document/d/1e8FFFUQoiOfNIJ5UdCAOZ6 QnolLOCEcmvanEET
Mkad/edit?usp=sharing

* List of interesting ‘orompts:
https://docs.google.com/document/d/1lpKviP_Ez408HdxH20AJzkLTVFgwxk U/edit?usp=
sharing&ouid=113875646077349531174&rtpof=true&sd=true

* Papers:
https://drive.soogle.com/drive/folders/12ZGPClvorwJf1W2vyLkk5Ac)7MH7AGWyVYE?usp=s
haring



https://www.linkedin.com/in/daniel-mertens-05060814/
https://docs.google.com/document/d/1e8FFFUQoiOfNIJ5UdCA0Z6_Qno1LOCEcmvqnEETMka4/edit?usp=sharing
https://docs.google.com/document/d/1e8FFFUQoiOfNIJ5UdCA0Z6_Qno1LOCEcmvqnEETMka4/edit?usp=sharing
https://docs.google.com/document/d/1lpKvjP_Ez4O8HdxH20AJzkLTVFgwxk_U/edit?usp=sharing&ouid=113875646077349531174&rtpof=true&sd=true
https://docs.google.com/document/d/1lpKvjP_Ez4O8HdxH20AJzkLTVFgwxk_U/edit?usp=sharing&ouid=113875646077349531174&rtpof=true&sd=true
https://drive.google.com/drive/folders/12ZGPCJvorwJf1W2yLkk5AcJ7MH7AGWyE?usp=sharing
https://drive.google.com/drive/folders/12ZGPCJvorwJf1W2yLkk5AcJ7MH7AGWyE?usp=sharing

